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Community Climate System Model Development for 
Petascale Supercomputers

Contact: Mark Taylor, Exploratory Simulation Technologies, mataylo@sandia.gov 

Team members at Sandia, The National Center for Atmospheric Research (NCAR), and Oak 
Ridge National Laboratory have … been focusing on the integration of new, more scalable 
dynamical cores based on cubed-sphere grids into the Community Climate System Model 

(CCSM)… . We now have a dynamical core in the CCSM with unsurpassed 
scalability and very competitive numerics.

    Climate change is already under way and will accelerate 
in this century, but there are still major uncertainties. Human 
societies will respond with both mitigation and adaptation 
strategies, which may include changes in consumption 
of energy and other resources, land use, agriculture, and 
migration. These stresses could also lead to a shift in alliances 
and to civil unrest and conflict. Adapting to new situations 
will require advanced understanding of climate change and its 
direct and indirect effects. Improved understanding of climate 
change is of paramount importance for mission planning, 
surveillance, facilities placement and design, and sustainable 
energy futures.  Developing this understanding requires 
high-fidelity climate models that simulate many components 
of the Earth system, including atmospheric and oceanic 
circulation, land surface processes, sea ice, and chemical 
and biogeochemical cycles. Adding full chemical and 
biogeochemical cycles to today’s climate models will require 
significantly more computational resources than are available 
today. Furthermore, an increase in resolution to allow for the 
accurate assessment of regional impacts of climate change 
also requires further increases in computational power.  
Achieving both of these goals will require petascale computer 
architectures.

    The DOE petascale computers have hundreds of thousands 
of processors.  Effectively using such machines remains a 
challenge because of several scalability bottlenecks present 
in all modern climate models, the largest of which is created 
by the numerical methods used in the dynamical core of the 
atmospheric model component. The dynamical core solves the 
partial differential equations governing the fluid dynamical 
aspects of the atmosphere.  In addition, atmospheric models 
contain a suite of subgrid parametrizations for the many 
physical processes unresolved in an atmospheric model but 
which drive the dynamics such as convection, precipitation, 
and radiative forcing. Currently, most dynamical cores use 
latitude-longitude based grids (Figure 1). These grids create 
a logically Cartesian orthogonal mesh suitable for a wide 
array of numerical methods, including finite volumes and 
the spectral transform method. The grid points cluster at the 

pole, creating several computational difficulties collectively 
referred to as the pole problem.  The biggest difficulty is the 
severe Courant- Friedrichs-Lewy restriction on the timestep 
caused by this clustering.  There are many successful 
techniques to handle this pole problem; however, most of 
them substantially degrade parallel scalability by requiring too 
much inter- processor communication.

    Team members at Sandia, the National Center for 
Atmospheric Research (NCAR), and Oak Ridge National 
Laboratory have thus been focusing on the integration of 
new, more scalable dynamical cores based on cubed-sphere 
grids (Figure 2) into the Community Climate System Model 
(CCSM).   For our initial work, we used the spectral element 
dynamical core in NCAR’s High-Order Method Modeling 
Environment (HOMME).  The spectral element method 
used in HOMME is a type of h-p finite element method 
and thus naturally supports cubed-sphere grids.   This 
approach completely avoids the pole problem and has given 
us a version of the CCSM atmospheric component with 
unprecedented scalability.  We can now run efficiently on 
86,000 processors with a horizontal average grid spacing 
of 25 km. Even better scalability will be possible when 
computing with a global resolution of 10 km, DOE’s         
long-term goal. 

Figure 1. A latitude-
longitude grid showing the 
clustering of grid points 
at the poles.  This creates 
numerical di$culties in 
climate models that can 
be overcome, but at the 
cost of degrading parallel 
scalability.
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    Parallel performance and scalability are only one of the 
necessary requirements of a petascale-ready dynamical core.  
The quality of the solutions generated is always the most 
important consideration.  Our initial experiments with the 
HOMME dynamical core coupled to the full suite of CCSM 
atmospheric subgrid physics revealed three areas where the 
numerical methods needed improvements: The numerics 
in HOMME did not conserve mass or energy, which we 
addressed by developing a new compatible formulation of 
spectral elements, making HOMME the first dynamical core 
in the CCSM to conserve both mass and energy without the 
use of ad hoc fixers.  The original limiter-based dissipation 
mechanisms in HOMME resulted in noticeable grid 
imprinting in the solution, which we addressed by replacing 
the limiters with an isotropic hyper-viscosity operator.           
Finally, we replaced the oscillatory tracer advection scheme 
with a conservative, nonoscillatory and sign-preserving 
advection operator.  For more details, see [1, 2, 3].  

With the improvements listed above, we now have a 
dynamical core in the CCSM with unsurpassed scalability and 
very competitive numerics.  We have completed extensive 
verification work using the aqua planet standardized 
atmospheric test.  This test uses the full atmospheric physics 
from the CCSM with prescribed sea surface temperatures and 
without the CCSM land, ice, or ocean models.  A snapshot is 
shown in Figure 3.   Our current focus is the completion of 
more realistic AMIP (Atmospheric Model Inter-Comparison 
Program) simulations.  AMIP simulations use the full 

atmosphere and land models in the CCSM, but the ice and 
ocean modes are replaced by prescribed data sets that are 
derived from observations.   Excellent AMIP simulations will 
establish that our new approach is suitable for use in climate 
science investigations.
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Figure 2. A cubed-sphere grid used by the spectral element atmospheric model 
component of the CCSM.  The color represents the area of each grid cell.  The cells are 
much more uniform when compared to the cells in a latitude-longitude grid.  

Figure 3. A snapshot of precipitable water over the surface of an Aqua planet , 
simulated using the atmospheric component of the CCSM with the spectral element 
dynamical core on a cubed-sphere grid.  Aqua planet simulations are used to 
test new dynamical cores and other physical processes in climate models before 
coupling with other components such as land, ocean, and ice models.  The color 
scheme is suggestive of clouds, but we note that even on petascale computers, 
climate models will lack su$cient resolution to directly model clouds.  Instead, the 
e"ects of clouds on the resolved scales are modeled with subgrid parametrizations.




